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Contact, Copyright, and Trademark Notices e\ &

Questions?

Send email to Peter at Peter.Enrico@EPStrategies.com, or visit our website at http://www.epstrategies.com or http://www.pivotor.com.

Copyright Notice:
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system, transmitted, displayed, published or broadcast in any form or by any means, electronic, mechanical, photocopy, recording, or
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Abstract EPS\ =

* Evaluating Latent Demand in the Mainframe Environment

In the world of computers, you can think of latent demand as the demand for
resources that cannot be met due to constraints. Workloads want to use the
resources and have demand for those resources, but the environment does not
have the ability to satisfy the demand. During this presentation, Peter Enrico will
discuss the measurement and evaluation of latent demand in the mainframe
environment. So, if you have a system that is being capped, weight enforced, or if
your processor is just out of capacity, you will want to attend this session.

Instructor: Peter Enrico Enterprise Performance Strategies, Inc. © Latent Demand -3
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EPS: We do z/0OS performance... e\ &

* Pivotor — z/0S performance reporting and analysis software and services
* Not just SMF reporting, but analysis-based reporting based on expertise
* WWwWw.pivotor.com

* Education and instruction
* We teach our z/0S performance workshops all over the world
* Want a workshop in your area? Just contact me.

« z/0S Performance War Rooms

* Intense, concentrated, and highly productive on-site performance group
discussions, analysis and education

* Amazing feedback from dozens of past clients

e MSU Reduction Exercises
* The goal is to reduce the MSU consumption of your applications and environment

* Information
* We present around the world and participate in online forums

* https://www.pivotor.com/content.html
https://www.pivotor.com/webinar.html
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z/0OS Performance workshops available EPS\ =

During these workshops you will be analyzing your own data!

* WLM Performance and Re-evaluating Goals
 May 12 — 16, 2025 (4 days)

* Parallel Sysplex and z/OS Performance Tuning
 July 15-16, 2025 (2 days)

* Essential z/OS Performance Tuning
* September 22-26, 2025 (4 days)

* Also... please make sure you are signed up for our free monthly z/OS
educational webinars! (email contact@epstrategies.com)

© Robert Rogers
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Like what you see? EPS) "=

* Free z/0OS Performance Educational webinars!

* The titles for our Spring / Summer 2025 webinars are as follows:
v' Overseeing z/0S Performance Management With Your Outsourcer
v’ Back to basics - Processor Consumption Analysis
v’ Pivotor Pointers
* Back to Basics - Evaluating Latent Demand
* Understanding SMF 98 Locking Measurements (with Bob Rogers!)

» Standard Measurements when Monitoring Transactions

* Processor Comparison Discussion

» 2/0S Performance Management in an Al World

» Understanding z/Architecture Processor Topologies

* SMF 99 WLM Decision Making Traces

* Understanding SMF 98 Address Space Consumption Measurements
 WLM and CPU Critical Control

* |f you want a free cursory review of your environment, let us know!
* We're always happy to process a day’s worth of data and show you the results
 See also: http://pivotor.com/cursoryReview.html




Latent Demand @ ‘éﬁf

e Latent Demand = work that is waiting to get done, but can’t because
something in the configuration is preventing it from being dispatched

* We can usually easily tell that there is latent demand

* Understanding how much additional capacity that would require is difficult
* We usually don’t know how much CPU the delayed work units really want
* In some cases, we can guesstimate (e.g. for batch jobs)

* It is complicated though:
* Workloads use more resources than just CPU (so may not be able to fully consume available CPU)
e Scheduling may prevent workload from shifting
* Changing workload velocities will cause WLM to make different decisions

The people waiting on the freeway on ramp are latent demand.

© Enterprise Performance Strategies 7



Induced Demand @ @

* Induced Demand = work that hasn’t come into the system but would if more
capacity were available (usually due to user behavior change)

* For example:

* Ad Hoc Database queries run faster so users create more complicated queries to
answer new questions

e Compiles run faster so programmers are less careful about desk checking and submit
more compiles

 RMF lll response time improves so performance analyst pokes through more intervals
looking at more data

* Induced demand often may be “good” as it usually means more useful work
getting done, but it’s even more difficult to predict than latent demand

The people staying at home because the freeway is too crowded are potential induced demand.
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When does latent demand build up? EPS) "=

e Latent demand is created when there is some combination of resources
(such as CPU) and workload demand:

 Resources:

* Given a particular set of workload demands, there are not enough resources (such as
CPU) to handle the workload’s demand

 Workloads:

e Given a particular amount of capacity, the workloads are placing too much demand on
the resources

Instructor: Peter Enrico Enterprise Performance Strategies, Inc. © Latent Demand - 9
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Why would available resources or
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workload demand change?

* Resources can become constrained for a wide variety of reasons:
* Machine level constraints
* LPAR level constraints

Capping Constraints
» Defined capacity limits, Group capacity limits, Absolute Caps, Group Absolute Cap, etc.

Weight enforcement
Crossover
* More...

* Workloads can place additional demand on the resources:
* Peak periods
* Nighttime, daytime, seasonal, market open
* Business grows, new workloads
Failover
Unexpected ad-hoc activity
* More...

Instructor: Peter Enrico Enterprise Performance Strategies, Inc. © Latent Demand - 10
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The Performance Balancing Act EPS

-
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* Performance on z/0S is about finding an optimal balance among 3 areas
* And dealing with latent demand is no different than any other performance issue

Optimal Resource Optimization

Workload (so Management is
Performance happy)
(so Customers are

happy)

Optimal MSU
Consumption
(so Financial people

are happy)

Instructor: Peter Enrico Enterprise Performance Strategies, Inc. © Latent Demand - 11
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How to alleviate Latent Demand? EPS\ =

* Addressing latent demand is not different than any performance issue:

* Get more resources

* Do less work

* Tuning

» Take advantage of controls such as capping

* Regardless... the very first exercise is to understand your latent demand!

* Is there a lot or a little?

* What are the patterns of activity?

* What is causing the latent demand?
 What workloads are suffering?

© Enterprise Performance Strategies 12



Did Capping Actually Limit the LPAR? @ <

* If demand for CPU is less than the cap, the cap isn’t really limiting the LPAR
* RMF records:

* Samples when the LPAR is considered capped
» Samples where the cap actually limited the usage of processor resources

* “Considered capped” will usually work out to 100%, except for the first and
last intervals when the cap is coming on or off

* “Actually limited” may vary throughout the capping period

* Lower “actually limited” vs. “considered capped” means capping is causing less latent
demand —i.e. capping is causing less delays for work

* Likely because there’s not demand for the full cap amount

© Enterprise Performance Strategies 13



Finding likely periods o
when latent demand nr

Instructor: Peter Enrico

occurring

And what is suffering...
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Physical Processor CPU Utilization ég <

e This chart shows a full CEC Physical Machine CP Busy% by CEC Serial Number
week of CEC physical - 408
processor busy
* Typically, flat areas below ) ‘ , , ( H“’
100% physical processor |z
busy hint towards capping | “
I
* Flat areas at 100% do not | =«
indicate capping, but do .
indicate resource limits
* Which have many of the |
same impacts as capping . =

1

Www.pivotor.com

(1 M I - . i 3 ! uiny i
09.3,, 09.3 109 0.9, 0.9, 0.9, 0., 10.9;
-20. 0.20. 1-2¢. 1.2, 2., 2., 3.. 3-29,
2000.4, 20 12.09 20009, 12:09 00: 012.09 00,9, 20 12:09 chart

Instructor: Peter Enrico Enterprise Performance Strategies, Inc. © Latent Demand - 15
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Physical Process CPU Utilization EPS\ ==

i ThIS Cha rt jUSt ShOWS a CEC Physical Machine CP Busy% by CEC Serial Number
single day —

® SYSA 8561-603_T01
@ SYSD 8561-603_T01
@ PHYSICAL 8561-603_T01
@ SYST 8561-603_T01

90

 Note the CPU utilization
patterns on this chart
* The left-hand side is a

typical pattern of CPU
utilization

e The right-hand side of the
chart shows a plateau

 Typical indication that
there must be some sort 2

capping |

80

70
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50

Physical Busy Percent

40

30

QXVOTOR®

1

0 www.pivotor.com

190320, 10.03.5,, 1093, 10-03. T0.93, 10.g3, 0-03.. 10.95.
2020 09,4, 2020 63,4 2020 06,4, 2020 09,9, 2020 12,4, 2020 15,04 2020 15,9, 2020 21.09 chart

Instructor: Peter Enrico Enterprise Performance Strategies, Inc. © Latent Demand - 16
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Percentage of Weight Consumed EPS\ =

* This chart shows the percentage of

the weight consumed CEC Percent CP Weight Used

* 100% is an interesting number = A
since it indicates the possible \ = curnsesss
threshold for hardware capping
when demand is greater than
capacity of machine

e >100% indicates LPAR used more

than its guaranteed share

* <100% indicates LPAR used less
than its guaranteed share

Percentage of Guaranteed Share Used

* Aflat line area, as circled, that is
below 100% and usually indicates a
different type of capping other than
weight enforcement

* Example: defined capacity limits

QNVOTOR*®

[ =

. SR, U S WWW.pivotor.com

= z = chart
.03-2020 1520 '03-2920 18,4 ‘03-2020 210,
00 ‘00 00

Instructor: Peter Enrico
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Capping and Weight Enforcement affect
HiperDispatch Poolin

* When capping is enforced, it is very possible that HiperDispatch changes the pooling of the CPUs
* In this example, 2 high and 1 mediums turn into 1 highs, 2 mediums
* There are no low pool processors, so all are un-parked.
* This matters since high pool CPUs tend to have longer dispatch intervals than medium pool CPUs

HiperDispatch CP CPU Pooling at End of Interval HiperDispatch - Parked / Unparked CPs

SYSPLEX1, SYSA SYSPLEX1, SYSA

@ High Pool[8561-603 T01_4358; 30
@ Medium Pool8561-603 T01_43)
® Low Pool|551-503 T01_435¢

® Unparked|9561-603 To1_43584
® Parked|8561-603 T01_43568

Number of ParkedUnparked Engines

Number of CP CPUs

QWOTOR*

=

=
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charts
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Instructor: Peter Enrico Enterprise Performance Strategies, Inc. © Latent Demand - 18



Looking for capping due to defined capacity limits

* Another area to
examine is peak billable
periods of the month.

* This report is for the first 11
billable days of October.

* Note that this customer hits their
peaks quite often

* So probably working off a capacity
limit

* Itis worth examining one of these
peak periods

Instructor: Peter Enrico

Est Billable MSUs for All Hours

LPAR, 548A8, SYSA

380 = e e
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Enterprise Performance Strategies, Inc. ©



QWOTOg

/

Looking at MSU R4HA, Actual, and Image Capacity {eps\ “=

* This chart shows the CEC
image capacity, actual

MSUs consumed, and
the R4AHA

* Note on October 3 there
are some interesting
periods of time when it
appears capacity limits
are reached

* Capping is occurring

Instructor: Peter Enrico

400

350

300

250

200

150

100

50

0
2020-1.95 12020"0-03 32020"0-03 52020‘75-03 72020"9-03 92020"0-03 1?20'79-03 123020"'3-03 12020"'3-03 127020"0-03 13020‘70-03 ;rﬂza.,o_O: 2?}20"0-04 12020'70-04 3

MSU Averages Comparisons

LPAR, 548A8, SYSA @ Capacity Limit

1HA MSUs
@ Actual R4HA MSU

m @ Billable R4HA MSU

QNVOTOR*®

=
=1

www.pivotor.com
chart




QWOTOR"

Looking for capping due to defined capacity limits ?

i i LPAR Limi d Utilizati
* But capping is not the Ui 3 lzaio

SYSPLEX1, SYSA
only resource control ‘°° '
that limits an LPAR and o —
its workloads

_ ® Interval MSUs
® R4HAMSUs
@® Machine Capacity
® Logical CPs
@ Group Absolute Cap
@ Absolute Cap
@ Group Capacity
@ Defined Capacity
@® Weight

y

00-——— e

* For example, this chart

shows 7 different limits 2
that, if met, would limit
an LPARs workloads
from consuming CPU
* And there are other =
limits, as well T www.gciggtr?r_com

Instructor: Peter Enrico



Did Capping Actually Limit the LPAR? @ <

« Remember that capping does not always affect the workloads
* If demand for CPU is less than the cap, the cap isn’t really limiting the LPAR

e RMF records:

» Samples when the LPAR is considered capped
* Samples where the cap limited the usage of processor resources

* “Considered capped” will usually work out to 100%, except for the first and
last intervals when the cap is coming on or off

* “Actually limited” may vary throughout the capping period

* Lower “actually limited” vs. “considered capped” means capping is causing less latent
demand —i.e. capping is causing less delays for work
* Likely because there’s not demand for the full cap amount
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Sometimes capping has no effect EPSN =

* A cap could be in place, but if the workloads have no demand during the cap, then the cap is probably not causing much
latent demand

CEC Capping Actually Limited Percentage WLM CPU - CP CPU Delay Samples By Period
vs. Percent Considered Capped
- syt 8 ptcapimcs o a $ e s
ct capped @ Imo1 STCND. et T

. 1200 ® Imp3 STCLO Pert

Imp4 BATMD_Per2
@ Imp5 BATLO Per3

In this example, SYST was capped
for over 4 hours but for most of
»| capping period of time there was
little demand for CPU.

1,600

1,400

5 L 1,200
H The lesson is that just because =
g ; &
£ =| thereis a cap does not mean the E
2 work suffers 3
40 800
30 600
QXVOTOR®
20 400 l
10 ivot 200 I! |
WWW.pIvotor.con _
charts N
0 0
Oty g, g, g gy, P O g, gy gy, g, me, gy, g P, O,

Instructor: Peter Enrico Enterprise Performance Strategies, Inc. © Latent Demand - 23



Sometimes capping has a big effect
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EPS\ =

* Acap could be in place, and if the workloads have lots of demand, then there would be a build up of latent demand

“Actually limited” may vary throughout the capping period

* Lower “actually limited” vs. “considered capped” means capping is causing less latent demand —i.e. capping is causing less delays for work
* Likely because there’s not demand for the full cap amount

Percentage of Interval

CEC Capping Actually Limited Percentage

vs. Percent Considered Capped

- SYSA
In this example, SYSA was capped
. for over 4 hours but for most of
. capping period of time there was
full demand for CPU

In this example, we can assume
% that during the capping period of
time the workloads were suffering.

0
1o, 10.9, 10,9, 70, 10.9, 0. 10,
2020 00,5 92020 034, 52020 0,4, 02020 44, - 52020 12, 03.2029 1500 %2020 15,

T0.05
2020 ,
7

)

@ Pct cap limited
® Pctcapped

QWNOTOR®

=3

Www.pivotor.com
charts

Instructor: Peter Enrico

Enterprise Performance Strategies, Inc. ©

Delay Samples
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SYSPLEX1, SYSA

® ImpO(SYSSTC) SYSSTC Pert
@ impO(SYSTEM) SYSTEM Pert
® Impi DBCTLHI_Peri

@ Imp1 IMSCTLHI Per1

® mpT MQCTLHI Pert

® Imp1 SPASHI_Per1

® imp1 STCMD Pert

Imp5 TSO, |
Imp&(DISC) CICSDISC_Pert

Latent Demand - 24
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Looking at latent demand

How does capping manifest itself?
What does it do to the workloads?

What can we see in the measurements?

Instructor: Peter Enrico Enterprise Performance Strategies, Inc. © Latent Demand - 25



LPAR Busy % vs MVS Busy %

* LPAR Busy % measures
how busy the LPAR kept
its logical processors

* MVS Busy % measures
how much of the logical
resource the LPAR
wanted

e Differences indicate
latent demand

 Flat lines usually indicate
capping or weight
enforcement

Instructor: Peter Enrico
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Percent

1

LPAR, MVS, and Workload CP Busy% with Capture Ratio

SYSPLEX1, SYSA
100

90 - - - -

//

Separation of MVS Busy%
’“ and LPAR Busy% indicates

periods of latent demand
60

5” %

LA

Interesting dip in LPAR Busy%
(due to capping)

0. 10. 10 10. 10, 10, st e 7
%3-2029 00:09 2029 03:09 P20z %6:09 #2029 99:09 %2020 12:09 2020 15:09 202 18:00 2020, 00

® MVS%

® LPAR%

@ Workload%
O Capture Ratio

Good cap ratio
Ok cap ratio

QNVOTOR*®

=
=1

www.pivotor.com
chart

Enterprise Performance Strategies, Inc. ©
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Understanding Dispatching to Gain Insights to MVS Busy %

* Dispatch Time
* Time logical processor is associated with a physical processor
. Dispatch Interval .

Logical Processor Logical Processor
associated with / disassociated with

a physical processor a physical processor

EPS

* MVS Time
* Time z/0S was busy before voluntarily giving up a processor
. 350660660666 Voluntary Wait
\ - z/OS voluntarily gives up the processor
- MVS time equals dispatch time
¢ Involuntary Wait (mostly on vertical mediums)
- z/OS does not give up the processor voluntarily

- Instead PR/SM un-dispatches the partition
- MVS time will be greater than dispatch time

WOTOL

-
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LPAR Busy % with Config CPs and only Unparked CPs ZEPSS @

* LPAR Busy % based on
configured number of
logical processors

* Reports logical constraint
of the LPAR

* LPAR Busy % based on
unparked number of
logical processors

* Reports the
HiperDispatch constraint

Instructor: Peter Enrico

Percent

MVS CP Busy%, LPAR CP Busy% (with / without Parked)

SYSPLEX1, SYSA
100

90

m |

Separation of MVS Busy%
and LPAR Busy% indicates

/K
- periods of latent demand
50
w ﬂ
%
)
10

10.,

Interesting dip in LPAR Busy%
(due to capping)

1o. 1o. 10 0. 1o, 1o, 10,
PNy N0y, 05, gy, iy, sy, Ny, 202

® MVS% (RMF)
® MVS% No Parked
@ LPAR% (RMF)
@ LPAR% No Parked

A

QNVOTOR*®

=
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chart

Enterprise Performance Strategies, Inc. ©
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LPAR Busy % with Config CPs and only Unparked CPs @ é

| PAR BUSY % based on MVS CP Busy%, LPAR CP Busy% (with / without Parked)
configured number of e
logical processors . & L5t Ko
* Reports logical constraint o
of the LPAR /

: A

50

* LPAR Busy % based on

unparked number of .
logical processors » -7 x
* Reports the 2 ,
. . . Note the difference of LPAR Busy% based
H|perD|5patCh constraint - on all configured logical processors and QWOTOR"
just the unparked logical processors —
0 www.pivotor.com
71-97_2020 i 11.0;_2020 2 11.07_202006 % 11-07_2020 g 11-07_2020 e 11-07_2020 i 11-07_2020 ke 71.0?.2020 21:0p 71.0&-20200@00 chart
Instructor: Peter Enrico Enterprise Performance Strategies, Inc. ©
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Work unit Queuing EPS) "=

* Work units is a dispatchable unit of work
* Also known as: TCBs, SRBs, PGM=program, threads, etc.
* Not the same as address spaces

 Since an address space could be multiple threaded and have multiple work units

* Thus, Work Units are a more accurate representation of work because we have an ever increasing
number of multi-threaded address spaces

* z/OS measures the running or waiting work units
* Values by processor type (GP, zIIP)
* Plot min, average, max over time
* Max is often far larger than average

e Distribution of observations

* Based on the number of online and not parked processors (N)
* Countsin buckets: N, N+1, N+2, N+3, N+5, N+10, N+15, N+20, N+30...
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Minimum / Maximum / Average work unit queue length EPSN "=

* The following system has 3
CP GCPs

* At 18:15
* Min WU queueisO
* Avg WU queueis 47
* Max WU queue is 254

* An indicator of latent
demand

* But to be fair, notice the
minimum spike at about
18:00

* Probably an influx of
nighttime workload

Instructor: Peter Enrico
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600

550

500

450

400

350

300

250

200

150

100

50
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QNVOTOR*®
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Distribution of work unit queue lengths

* Each bucket of the
distribution represents
the percentage of the
measurement interval
the queue of work
waiting to use the CPUs
is a certain length:

* N = number of unparked
CP + zIIP engines

Instructor: Peter Enrico

QWOTO4"
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Percent of all samples

CPU Work Unit Distribution
(N = Average of Unparked Engines Regardless of Engine Type)
P o _ SYSPLEX1, SYSA 8 Vorunts <=
i - R— "
® WU=N+2
q WU=N+3
2 WU=N+(4._5)
® WU=N+(6.10)
I ® WU=N+(11.15)
@ WU=N+(16..20)
20 ® WU=N+(21..30)
@ WU=N+(31.40)
@ WU=N+(51..60)
® WU=N+(61..80)
. ® WU=N+(81.100)
® WU=N+(101..120)
® WU=N+(121.150)
@ WU>N+150
60
50
40
30
20
QXVOTOR®
10
‘ . ‘ | Www.pivotor.com
10032025 0., 032029 03:09 1952020 9695 10'63'2"2003.-0@ 32029, %2029 020 4 N 2020y, chart

Enterprise Performance Strategies, Inc. © Latent Demand - 32
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Distribution of work unit queue lengths EPSN "=

* How much latent demand ] CPU Work Unit Distribution
is tOO muc'?’ tOO . (N = Average ofUnparke;jvs:lf;;:isszigardless of Engine Type) L
unhealthy-: o
) [ %EEE&%&)
&l wqu:ms'zm
« Assuming a rule of thumb . $ it &
that CP queues lengths of > | $ WGt T
3 times the number of CP | o M
CPUs is unhealthy latent L
demand : @
* We see here that during the |
evening hours we have ’
continuous unhealthy latent .
demand
* With large percentages of 2“ '
the measurement intervals ) woron
of more than 100 Work L .
Units queued up S TR IR S s pivator.com

10,9 10.9 10, 10., 10,9,
-2, 3.2¢, 3.2, 3.29, '3.2¢.
20 00:9 2003:, 20 06.05 20 09:99 20 12:09 chart

Instructor: Peter Enrico Enterprise Performance Strategies, Inc. © Latent Demand - 33
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Relationship of LPAR% delta to MVS%, and Work Unit Queuing

 When we overlay the two charts, we see a correlation

] \ g
QNVOTOR*®
www.pivotor.com
0.0, 70- 70- 710- 10- 70- chart
9032020 g, o0 92020 03.4, 2020 06, 32020 05,4, 092020 13, 0392020 15.00 20z 752020 21,00
Enterprise Performance Strategies, Inc. © Latent Demand - 34
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So, what might be at risk when capping? @ =

» Before you start capping you should consider what might be at risk

» Workloads that are doing better than their goal (Pl < 1) may be degraded to
their goal
* Potentially, even to help lower importance workloads

* If high importance workloads are missing their goal, hopefully you have
lower importance workloads that WLM can borrow from
* If everything is importance 1, nothing is important

* You should revisit your policy before capping
* And periodically of course!

© Enterprise Performance Strategies 35
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WLM Performance Indexes can indicate latent demand EP @

f

e This WLM PI chart shows E < ‘32?2-‘?;8}’“ Achleving WLM PI - Pl Heat Chart for Service Class Periods
that when ca P pl Ng IS - Efjﬁ{i{ﬂ;pgw SYSPLEX1, SYSA
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imp3_IMSLO_Pert [

* The question is, are the Ll e N T .

Imp3_DDFBATHI_Per1

lower importance e R
workloads being hurt e
more . Som oo --|T

impz_macTLLO_Pert [l [ B
Imp2_IMSHI_Per1
mpz_mscTLLorert [l DR IR
Imp2_DDFOL_Pert
Imp2_DDFHI_Pert
Imp2_DB2CTLLO_Pert
* Never assume goals and

importance level are g

Imp1_MQCTLHI_Pert . l

Imp1_IMSCTLHI_Pert
CO r re Ct @0 |r:|n:1 _DBZ(CZT::HI_P:ﬂ [ ERERE Jaji | 7]
- 10,95, T0.05., 1095, 1095 : 1095, 10,05,
— 2020 o, 0:00 2020 03:09 2029 6:00 2020 o, 50, 2020 4 2 202 4 500 2020 4 80 2029 219
www.pivotor.com
chart
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CPU APPL% Consumption ?\VZOTO/?“

EP =

— Bx ImEortancei Bx Service Class Period =

* Examine CPU consumption
during capping periods

* We see here that the
largest workloads are

BATLO per3atimp 5
DDFBATLO at Imp 5

Is this work consuming CPU
before higher importance
work?

Is it ok that work running at
lower importance suffer
CPU delays

Instructor: Peter Enrico

APPL%

1003, 1093, 10,9 109 10.9, 10.9, 10,03, 10.9
-2029 3.202 J"ﬂ? 3'202 3.202 3-20;, 1'2020 3.202
00:9¢ 0039, 006, 00990 012:00 0 15:00 18:09 021:90

WLM Trx CPU - CP APPL% by Service Class
(Transaction CP + zIIP on CP)

350 SISPLEXS, S0 @ Imp0(SYSSTC) SYSSTC_Pert
® ImpO(SYSTEM) SYSTEM_Per1
® Imp1 DB2CTLHI_Per1
® Imp1IMSCTLHIPer1
® Imp1 MQCTLHI_Per1
® Imp1 SPASHI_Per1

300 @ Imp2 DB2CTLLO_Per1
2 HI_Per

Imp2 DDFOL_Per1
Imp2 IMSCTLLO_Per1
Imp2 IMSHI_Per1
Imp2 MQCTLLO_Per1
@ Imp2 SPASLO_Per1
Imp2 TSO_Per1
250 - Imp3 BATHI_Per1
Imp3 BATLO_Pert
Imp3 BATMO_Per1

© Imp3 CICSLO. Pert

@ Imp3 DDFBATHI_Pert
DDFLO_Péf1

® imp3 IMSLO_Peri

200 — — —— o I — B__ | [ I __ ® Imp3 STCLO_Per1

MD_Per2
® Iimp4 DDFBATMD_Per1
@ Imp4 DDFHI_PerZ

T I NI P——— W L I = Imp5 TSO_Per2
Imp5(DISC) CICSDISC_Pert

100

QWNOTOR®

=3

| www.pivotor.com
chart
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CPU delay samples

QWOTOL"

EPS\ =

— Bx Imeortance, Bx Service Class Period

So look at CPU delays

e Other delay types will be
of interest, but for
capping, CPU delay will
be the most interesting

What work is delayed?

Is the right work
delayed?

Is delay proportional to
the work?

Instructor: Peter Enrico

Delay Samples

WLM CPU - CP CPU Delay Samples By Period

SYSPLEX1, SYSA
200,000

180,000

Imp5: DDFBATLO

Imp5 : BATLO Per3
ImpO: SYSSTC

120,000

160,000

140,000

100,000

80,000

60,000

40,000

® Imp0(SYSSTC) SYSSTC_Peri
@ ImpO(SYSTEM) SYSTEM_Per1
® Imp1 DB2CTLHI_Per1
® Imp1 IMSCTLHI_Per1
@ Imp1 MQCTLHI_Per1
® Imp1 SPASHI Per1
@ Imp1 STCMD_Per1
Imp2 CICSHI Pert
@ Imp2 DB2CTLLO_Per1
@ Imp2 DDFHI Per1
mp2 DDFOL_Per
Impz IMSCTLLO Per1
Imp2 IMSHI_PerT
Imp2 MQCTLLO_Per1
® Imp2 SPASLO_Per1
Imp2 TSO_Perl
Imp3 BATHI_Per1
Imp3 BATLO_Pert
Imp3 BATMD_Per1
Imp3 CICSLO_Pert
@ Imp3 DDFBATHI_Per1
® Imp3 DDFLO_Per1
® Imp3 IMSLO Pert
@ Imp3 STCLO_Per1
@ Imp4 BATLO Per2
@ Imp4 BATMD_Per2
@ Impd DDFBATMD_Per1
@ |Imp4 DDFHI_PerZ
Imp4 DDFLO_Per2
@ Imp5 BATLO_Per3
® Imp5 DDFEATLO )_Per1
Imp5 TSO_P
Imp6(DISC) CICSDiSC _Peri

QWNOTOR®

=3

“Www.pivotor.com

chart
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EPS\ =

CPU Using samples
— By Importance, By Service Class Period

* Also look at CPU using WLM Using Samples by Period

(Top Periods with Using Samples)

Sa I I I I e S 20,000 FEOPLRRL I ® Imp0(SYSSTC) SYSSTC. Perd
* ® ImpO(SYSTEM) SYSTEM_Per
® Imp1 DB2CTLHI_Per1

- ® Imp1 IMSCTLHI Per1
m : 0 Imp1 MQCTLHI Per1
I p5‘ BATLO per 3 ® imp1 SPASHI Per1
. Imp1 STCMD_Per
. !mpé B[BJIZF%TLLO Pen
. Im
I I I |p5 . D D FBATLO @ !muz IMSCTLLO_Pert
Imp2 IMSHI_Per1
Imp2 MQCTLLO_Per1
Imp2 SPASLO_Per1
Imp3 BATHI_Per1
@ Imp3 BATLO_Per1
Imp3 BATMD_Per1
Imp3 STCLO_Per1

* In this case we also see
that BATLO also has lots | ==
of CPU using samples

12,000

O_Per3

® Imp5 DDFBATLO Per1
. Imp5 TSO_Per2

@ Imp2 DDFHI_| Per‘!
® |mp3 DDFLO_P
@ !mpd DDFBATMD Per1
@ Imp4 DDFHI_PerZ
@ Imp4 DDFLO_Per2
@® Imp2 TSO | Fs.r1
® Imp2 CICSHI_Ps
® Imp3 DDFBATH\ Per1
@® Other

10,000

* BATLO Per 3

e Consumes lots of CPU
* Has lots of CPU delay
* Has lots of CPU using

Using Samples

8,000

6,000

4,000

QWNOTOR®

2,000

=3

@ www.pivotor.com

104 10,03, 104, 10.9 10,9 10,95 , 10,9 10
32029 00:0p 3:2024 03:0 32029 06:09 32020 g o 32029 , 2:00 3-2029 15:00 3-202 18:0 32020 5, 0% chart
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Looking at CPU Dispatching Priorities

QWOTOL"

EPS

&-_‘

* Do not assume goals and
importance levels are
correct

 Verify CPU dispatching
priorities
* When a cap is enforced

* Do the right workloads
have first access to the
CPU?

Imp4: DDFLO per 2
Imp5: BATLO per 3

T
/

WLM SMF 99.6 - CPU Dispatching Priority

SYSA, 16, External $SRMBEST_Pert

$SRMGOOD_Per1
DB2CTLHI_Per1
IMSCTLHI_Per1
MQCTLHI Per1
SPASHI_Per1
STCMD_Per1
CICSHI_Per1
DB2CTLLO_Per1
2 DDFHI_Per1

2 DDFOL_Per1

2 IMSCTLLO_Per1
2 IMSHI_Per1

2 MQCTLLO_Per1
2 SPASLO_Per1
2TSO_Per

3 BATHI_Per1

3 BATLO_Per1

3 BATMD_Per1

3 CICSLO_Pert1

3 DDFLO_Per1

3 IMSLO Pert

3 STCLO_Per1

4 BATLO Per2

4 BATMD_Per2

4 DDFBATMD_Per1
4 DDFHI_Per2

4 DDFLO_ Per?

5 BATLO _Per3

5 DDFBATLO_Per1
STSO_Per2

6 $SRMDISC_Per1
6 CICSDISC_Per1

0
0
1
1
1
1
1
2
2

4

00000000000

QWNOTOR®

=3

www.pivotor.com
chart
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10.03 10,
2029 52029
76:29.,
00

0
‘33:39

Imp5: DDFBATLO per 1
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Typical Exercise

QWOTO4"

—|f considering capping (or lowering an existing cap) <&

* Here is a chart of consumed by
each WLM service class period
and ordered by WLM importance
level

* Chart just shows 16:00 hour

* There are challenges in doing this,

but assuming goals are correct,
and CPU dispatching priorities are
as hoped, then a somewhat
straight forward exercise:
* If you are thinking of imposing
or lowering a maximum, one can

roughly project which workloads
will suffer

* Must still look at how response
times and velocities will change

Instructor: Peter Enrico

Service Units

CPU Accumulated by SCP
From SMF 99.6

SYSA, 16, External
1,800,000

CPU for work delayed will be forced forward
1,600,000 ; ] —_— : -,g

N T Y H'{ T N Lol

— i J | Example: Decrease max by x%
|l If goals are correct, we can mostly
‘ || assume work running at the higher

L0000 ' | |mportance levels will be impacted less.
- I‘H”-‘ h ] Mr !
800,000 | g 115 |
600,000 ,
400,000
200,000
‘\ Oy O O wm. il gl iy M“hulw Wtk |M|w||\ \mi'\HH
Il \ LTI Il | | i " \ I
0—03202 29291 “‘032020’ -032520 167 -0120201 i ‘120201 -, 3202016 329201 3-0329‘-,01 ‘-0320201 6as, 32020? 50 ozu 165

@ 3 BATMD_Per1

www.pivotor.com

0

0

1 DB2CTLHI_Per1
1 IMSCTLHI Per1
1 MQCTLHI_Per1
1 SPASHI_Per1

1 STCMD_Per1

2 CICSHI_Per1

2

2 IMSCTLLO_Pert
2 MQCTLLO Pert
2 SPASLO_Pert

3 CICSLO_Per1
3 DDFLO_Per1

» 4 DDFBATMD_Per1
4 DDFHI_PerZ

4 DDFLO_Per2

5 BATLO_Per3

5 DDFBATLO_Per1
5TSO_Per2

6 $SRMDISC_Per1
2 IMSHI_Per1

2 TSO_Per1

4 BATMD_Per2

3 BATHI_Per1

3 BATLO_Per1

4 BATLO_Per2

QWNVOTOR®

=3

chart
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Service consumed at CPU dispatching priorities @ <

° A|SO IOOk to see hOW much CP CPU Service Ac;ngg;ﬂ?:tggﬁAbove | Below SCP
se rvice iS being made — SYSA, 16, 1, DB2CTLHI, Per1, External 3 Loverprory P
. Equal Priority SCP
available above and below | . Figher oy SCP
the large consuming N oy i
40500 :—: W |I I l 1 ||'| h | ll’ “. 1I | F l’. | i .ﬁk
workloads o “’ l' PN Pt el i f..a*' 5""‘:'; ﬁ"t'“ e !
l l *' v [ o] ; ‘ || I ll
1,200,000 ! | I 1 L) ! 1
I | |
. l'l’ ; , )
21,000,000 I
* In this example, during N : _
capping DB2CTLHI does not |* ™ .
use much CPU (dark blue)
e But not much CPU used at
higher priorities
* And lots of CPU available to g
lower priority work s 5t 02 S Pt P S S Py wawpivotor.com
600,55 o0 Vg 0 et0rgy 0 Mitsgp 20 16 D_Do 0 16250y 0 13005 ’5.35 20 16:40,55 2 16:d5.gy 20 16 o_ 2020 16:55.09 chart
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Service consumed at CPU dispatching priorities @ <

° In th IS exam p|e’ we see CP CPU Service Ac;rngéll\lﬂ?:tggGAbove | Below SCP

t h at’ re | at ive Iy S pea ki ng e SYSA, 16, 5, BATLO, Per3, External % ig}geggg"”‘fs:
that for BATMDSCH,

¥ Higher Priority SCP
L]
L]
Perl

* Not much CPU used at
higher priorities
* Very little left to the ‘3
lower priority work L o
* |s it enough
* This is why CPU delay
samples are important 000 SR

Ll
ud

www.pivotor.com

0
1093 7093 T0.9, 1o 10,93 10,93 10,93 10.05 10.9, 1095 10,95 70.95
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Look at goals, response times, CPU/Tran

QWOTOg

EPS\ =

* Of course, make sure you look at all the typical performance indicators to
evaluate the impact of when CPU is limited to a workload (regardless of

capping type)

Velocily

WLM Velocity Goal - Achieved Velocity Across Sysplex

SYSPLEX1, Imp1, DB2CTLHI, Per1

100
@
1 1
T
E
:
: ¢
\r 44
: r
0 Y
%
02009, @203 oo 20 5,4, 202, 2020,

Instructor: Peter Enrico

CPU/Tran Based on TRX CPU
(Greater Than 0 Ended Transactions)

® SYSPLEX1, SYSA

Enterprise Performance Strategies, Inc. ©

DDFLO, Per2
00 i
]
055 11
||
050 |_r
I
|
45 1‘
. . . |
WLM Velocity Goal - Achieved Velocity Across Sysplex | |
|
SYSPLEX1, Imp5, DDFBATLO, Per1 @ GoallSYSA ‘ |
@ GoallSYSD 1]
® GoalSYST |
® Veloctty|SYSA
® Velocty|SYSD
Velocity|SYST l
T y ] I
|
I ] \
T3 1 ‘
y I . |
1 1 |
I t | N\ [
| /\
’ 11 | etsesnsratengipied Somnerrurne sstyeotant,oety costoss”
3 1 T
g | ¢ T %);%nw ’ﬂm,‘,%um 1005, 1055, w 1005 2059 ey
U ' o
l L
!
| )
t
. |
/ 1 1
{ i '
| 4 3
w 20434, 2020 55 “'715;,,9900 2020 12,69 -20; 3-2029 "

QNVOTOR*®

=
=1

www.pivotor.com
charts

Latent Demand - 44



QWOTOL"

Same exercise for zIIP engines EPS) "=

: : WLM CPU - zlIP Workload Utilization for Service Classes
* It IS aISO pOSSI ble that (Normalized to Speed of CP CPUs)

zIIP engines have latent R g imogisero s pn

® Imp1 MQCTLHI_Per1
® Imp1 STCMD_Per1

. Imp2 DB2CTLLO_Per1
@ Imp2 DDFHI_Per1
. 160 @ |mp2 DDFOL_Per1
® Imp2 MQCTLLO Per1
® Imp2 TSO_Per1

@ Imp3 BATLO_| Fen
Imp3 BATMD,

: . Imp3 DDFBATHl Per1
* 50 Same analysis exercise s Sk e
Imp3 STCLO_Per1
® Imp4 BATLO_Per2
Imp4 BATMD_Per2
M Imp4 DDFBATMOD_Per1
a I e S Imp4 DDFHI_Pers
Imp4 DDFLO_Per2
Emp5 BATLO_Per3
® Imp5 DDFBATLO Per1

e But zIIPs can also cross
over and affect CPU
usage on the CP engine.

Workload Utilization

QWNOTOR®

www.pivotor.com

10-03 10-03 10-03 10.93 10-03 10-03
202, ~202; 2029 2029 2029 2029
000.05 003:09 %6:0p 09:0p 12:09 15:09 chart
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ZlIP crossover EPS\ =

Remember to keep an eye on zIIP cross over

If excessive cross over during capping periods of time, then re-examine zIIP capacities, zIIP weights, zIIP latent demands,
and zlIP controls

In many cases it does not make sense to allow crossover when capping CP processor and there is enough zIIP capacity

APPL%

zIIP APPL% Crossover CPU - Service Class Period zlIP Work Units - Min, Avg, Max
(GCP APPL% that could have run on a zlIP)

SYSPLEX1, SYSA SYSPLEX1, SYSA
6 ® Imp0ISYSSIC) SYSSTC_Pert 200
@ imp1 DB2CTLHI
® imp1 MOCTLHI P
® Imp1 STCMD_Fe
6 ® Imp2 DBACTLLO_Pert
@ Imp2 DDFHI_Peri
® imp2 DOFOL_Pert 180
imp2 MOCTLLO_Pert
. ® Imp2 TSO_Per!
@ imp3 BATLO P
imp3 BATMO_ Pert
Imp3 DDFBATHI_Pert 160
Imp3 DOFLO_Per1
50 Imp3 STCLO Pert
Imp4 BATLO Per2
Imp4 BATMO_ Pe:
imp4 DOFBATMD_Pert 150
45 Impd DOFHI_Per?
Impa DOFLO_Perz
Imps BATLO Per3
@ Imp5 DOFBATLO_Per1
@ Rule of Thumb 120
-
3% w
5 10
=
30 5
=
80
ES
0 I u 60
Y -
,5 QWOTOR*
40
- - b Rl
1 L] ikl = =
- 1 = I L I i . 20
5 I ) 4 o www.pivotor.conp
= -
B - -
. SN R TR U o - Y PR charts . _
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EPS\ =

Thank You!

Instructor: Peter Enrico Enterprise Performance Strategies, Inc. © Latent Demand - 47



