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EPS: We do z/ OS perfoﬁgge

Pivotor- Reporting and analysis software and services
Not just reporting, buanalysis baseteporting based on our expertise

Education and instruction
We have taught our z/OS performance workshops all over the world

Consulting
Performance war rooms: concentrated, highly productive group discussions and an

Information
We present around the world and participate in online forums

www.epstrategies.com



Like what you see? z 5
EPS

The z/OS Performance Graphs you see here come from Pabtdrshould
be in most of the major reporting products

If not, or you just want a free cursory review of your environment, let us
Know!

2 SOQNE Ifgleéea KIFLIE 2 LINROSaa || RIFIe&Qa
See alsohttp://pivotor.com/cursoryReview.html

We also have a free Pivotor offering available as well
1 System, SMF 712 only, 7 Day retention " e o™

Charts Warranting Investigation Due to Exception Counts (2 reports, 6 charts, more details)

That Stl” encompasses Over 100 reportsl Charts containing more than the threshold number of exceptions

All Charts with Exceptions (2 reports, 8 charts, more details)
Charts containing any number of exceptions
Evaluating WLM Velocity Goals (4 reports, 35 charts, mare details)
This playlist walks through several reports that will be useful in while conducting a WLM velocity goal an.

www.epstrategies.com
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Like what you hear? f E
EPS

Free z/OS Performance Educational webihars

Thetitles for our Fall / Winter 2020 webinars are as follows:
WLM Response Time Goals Primer
Setting Response Time Goals for Modern Applications
Evaluating Latent Demand in the Mainframe Environment
Adjusting WLM Goals for Latent Demand
Improving Performance with Multiple Period Service Classes
Preparing for Any z/OS Performance Analysis
Evaluating Coupling Facility Lock Structures
Exploring Coupling Facility Exploitation by VSAM RLS
Data in Memory (DIM) Primer
Counting Instructions: Valuable Insights or More Noise?

Visithttps://www.pivotor.com/webinar.htmlto signup to attend these webinars

www.epstrategies.com
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S[ioEledlosM tO the YouTube Mainframe Performance Channel

. The nfra
®. Performance Ch

A Mainframe Performance SUBSCRIBED ()

182 subscribers
HOME VIDEOS PLAYLISTS CHANNELS DISCUSSION ABOUT Q

Uploads PLAY ALL = SORTBY

The
Performance

“Analysis Journey
Prepare!
The Performance Analysis : Part2-CPENABLE Analysis, : Part1-CPENABLE Analysis, : Part2-LPARManagement : DataNeeded to Createa ¢ Part1-LPAR Management
Journey - Prepare! Tuning, and... Tuning, and... Time on the IBM Mainframe... Computer Performance... Time on the IBM Mainframe...
40 views * 1 week ago 49 views * 2 weeks ago 68 views * 2 weeks ago 65 views * 1 month ago 31 views * 1 month ago 73 views + 1 month ago

Pa 2 ! Partl of 2

Understanding IBM ¢ Part 2 - WLM Performance ¢ Part 1- WLM Performance < Part 3 - Seven Levels of : Part 2 - Seven Levels of < Part1-Seven Levels of
Mainframe CEC Processor... Index (P1) for IBM z/0S... Index (P1) for IBM z/0S... Mainframe CPU Time Mainframe CPU Time Mainframe CPU Time
94 views * 1 month ago 74 views * 2 months ago 122 views * 2 months ago 64 views * 2 months ago 72 views * 2 months ago 128 views + 2 months ago

Xrade Show
AVA/, =
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Agenda

EPS

Historical Perspective

WLM Basics Quick Review
Service Coefficients

/O Management

Discretionary Goal Management
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Historical Perspective
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WLM History {EPES

WLM was originally developed in the early 90s {RSt?S tt_é U SNR&  Hn
) ) ) ) r
Released with MVS 5.1 in 1994: making it 26 years old nc prees(;f,?:t?olxe ﬂ

wSLX F OSR Lt {kL/{ YIFYyIFI3SYSyYyld 6a02Y
Avoid having system administrator micromanaging individual task dispatching

priorities and instead give the system a policy that defines the importance of the
work and how the work should perform

This is still @retty radicalconcept in terms of managing system performance!
azal aKz2lLla O2yOSNUSR 042 2[a Ylyl =
¢CKIFOQa adaAtft 3I2Ay3 2y Hn @SIFINER F3I2H

Goal mode was required in z/OS 1.3, released in 2002



What was different 20 -25 years ago? épé

The mainframe has changed dramatically in the lask2§ears!
First CMOS machine: 9672- R11: 696 SU/sec

Last bipolar machine: 9021- 711: 3,018 SU/sec — giLrJ]géztliEnng;ne
Smallestz15 T02: 8562- AO1: 5,022 SU/sec J
Full speed z15: 8561- 701: 103,488 SU/sec

A few GBs of memory was a very large machine in the earlyd)B8ASD shipments are expected to

Minimum z15 T02 memory is 64GB (z15 TO1 minimum = 512GB!) ncrease 23% to 900TB this year and
then rise another 33% to 1200TB in

IBM RAMAC Array DASD introduced in 1994 1995

L.a 9{{ a{KINJ£¢ ¢6Ia AYUNRPRdzOSR AY M g g gyruterwordDbecos
Although ESCON was available, Parallel channels were still prevalent
iIn 1994

Today: ESCON no longer available: FICON Express8 and FICON EX|Al amo pai @4nd6i n t

Only 1 concurrent I/O per ESCON channel vs. multiple for FICON change range [pe
ComputerWorld Dec94

Recommendations always need to be revisited as technology changes
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WLM & I/O Features Time

EPS

19

/38, Sap,. (T >
1 (S (0]
oo&m.t %, “epy ®0\\ w2 @MO\ %
S@ ..WN. Q\\ VAA e 7 .\kQ
O 0z

www.epstrategies.com

© Enterprise Performance Strategies



EPS

WLM Basics Quick Review

A very brief overview

© Enterprise Performance Strategies Www.epstrategies.com 20



Service Classes (SC) EpQ

Service Classes define work with similar:

Work types
Performance goals COWPBAT Service Class
Resource requirements Do L ocity 15
Importance to the installation importance 4
RGRP = FENCED
A service class consists of: ———
Service class name Soriod 11 500 S0
Service class description e
Period(s RERE=
Perf‘o?mance goal and importance Work_ 5 MEliEgoe _by Goal = RT i%oge?go%
Durations Service Class Period gnepggince&g
Resource group name Period 3
Goal = Velocity 31
Service class can only be associated with one workload || importances

Can define up to 100 service classes (since OS/390 1.3)

© Enterprise Performance Strategies Www.epstrategies.com 23



Service Class Periods (SCP) -~

WLM manages work at the Service Class Period level

Service Classes have 1 to 8 periods
Most SCswillbesinglellSNA 2R 03SYSNIXftfeé R2y QiU ySS
Each period has its own goal, importance, and duration

Duration: Amount of resource consumed, measured In service units

As consumption exceeds period duration work PRODTSO Service Class
moves to the next period L o
Why use multiple periods in a SC? < S
t NP GSOU YR LINRBY2UES e o | Eomcrromim || (€
Prevent resourcentensive transactions from A < _
Impacting other work oy o 50'sec, 0%
52y Qi tSd UK Swnigngkirdsd NI Y5 o KS mportance
e ?

© Enterprise Performance Strategies Www.epstrategies.com 24



Service Coefficient/Options {Epé

Service coefficients: scale service units from raw values

Options turn on or off features:
I/O Priority Management: WLM will set I/O priorities separate from CPU priorities
I/O Priority Groups: Make sure some SCs always have higher 1/O priority
Dynamic Alias Tuning: WLM manages PAVs based on goals
5SFOUADIGS 5A80NBUGAZ2Y I NBE D2Ff al yl 3S)

ﬁ)efficients/Options Notes Options Help
Service Coefficient/Service Definition Options

Command ===>

Enter or change the Service Coefficients:

CPU ............. 1.0 (01 -99.9)
0C ............. 05 (0.0 -99.9) Com_m_only used
MSO ............. 0.0000 (0.0000 - 99.9999) coefficients and
SRB ............. 1.0 (0.0 -99.9)

options today

Enter or change the service definition options:

I/O priority management ........ YES (Yes or No)
Enable 1/O priority groups . . . . ... YES (Yes or No)

Dynamic alias tuning management ....YES (Yes or No)
Deactivate Discretionary Goal Management NO (Yes or No)

© Enterprise Performance Strategies Www.epstrategies.com 25
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Service Coefficients
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WLM & SRMOs Concept OKEPES:

One of the basic functions of WLM is to monitor the dynamic performance
characteristics of all address spaces and enclaves under its control

WLM needs to ensure distribution of system resources under its control

When transactions run on z/OS, they use resources

Processor / CPU to execute instructions
Memory (page frames in central storage)
/O operations

The standardized measurement of these resources is knowsprasge units

At the start of every new transaction, service unit count starts out as zero
Then as transaction runs the service accumulates until the end of the transaction

© Enterprise Performance Strategies Www.epstrategies.com 27



SUs and Period Transitions Epe

For Service Classes with multiple periods, work transitions between persodls
consumes SUs

@ Period 1

Period 2

Period 3

© Enterprise Performance Strategies Www.epstrategies.com 28



WLM Service Units f >
EPS

CPU Service Units

Task (TCB) and preemptible SRB execution time multiplied by SU/sec constant
Also includes time used by address spaces in cross memory mode

SRB Service Units

Non-preemptible Service Request Block CPU time for local and global SRBs, multiplied by SU/sec
Also includes time used by address spaces in cross memory mode

I/O Service Units (also known as 10C)

Measurement of individual dataset I/O activity and JES spool reads and writes for all datasets
associated with an address space or enclave

Calculated using 1/0O block (EXCP) counts and device connect time

Storage Service Units (also known as MSO)

Measurement of central storage usage, but scaled to attempt to bring in line with CPU capacity
Calculated as (Central Storage Page Frames) x (CPU SU) x 1/50

Does not include central storage frames used by the caller while referencing the private area of a
target address space

© Enterprise Performance Strategies www.epstrategies.com 29



Service Consumption Z‘EPES

%CPUSDC* CPUService Units )
o (SRBSDC* SRBService Units )
% (JocsDbC* I0CSenviceUnits) 9
éﬁr (MSOSDC* MSOSenvice Units)§

Service consumed is used by WLM for:
Period switching (period duration is in service units)

o)
0
. 0
Service=

b20S OKIO GKA& A& az2YSuAaySa OIF ff S
! YSATIKISRE ASNIAOS dzyAida NBO2NF
consumption

Using CPU & SRB coefficient of 1.0 makes weighted and unweighted CPU/SRB se
units the same

© Enterprise Performance Strategies Www.epstrategies.com 30



Multi - Period Service Class Example {EPES

--- Period --- = - Goal -----------mmmemee-
. . . Action # Duration Imp. Description
Al — - , Reminder: goals
IS resource 12000 2 90% complete within 00:00:00.250 .
) ——7> 3000 3 90% complete within 00:00:00.500 are elapsed times
consumption 1 T 3 4 80% complete within 00:00:01.000
******************************* Bottom Of d ata kkkkkhkkhkkkkkkkkkkkhkhkkkkhkhkkkkkkkx

Generallywant the period durations and elapsed time goals to make
sense relative to each other

'yt Saa O0KS flFad LISNAZ2ZR Aa | aLISYyLlft dec¢
If the SRM constant is 10,000 SUs/sec:
2000/10000 = 0.2s of CPU time so that may make sense relative to 0.25s ET
S5dzN> GA2yQa /t! GAYS R2SayQid KIF @S
UKS 9¢32 UKSNBQa | IANBIFUSNI OKIyOS
chance of meeting the goal
But I/0 and MSO will impact period aging as well: does that make sense?

2 C
KSN



Why do you want to switch periods? /{pé

Give priority to the trivial transactions: get them in and oeglly quickly
For example: TSO ISPF page down

Prevent heawweight transactions from impacting the normal transactions
For example: TSO interactive compile

al Ay OUKAY3 4gSQOQNB GNBAY3I (2 O2y UNP

These concepts also apply to other transactional work, such as DDF
¢CKS O2yOSLII 2F | aLISYyIlfdeé badsoeIQrqRyE T2 N
QMF) may be very beneficial
Multi-period service classes commonly used for: TSO, DDF

Multi-period service classes sometimes used for: OMVS and Batch



Should period aging be based on 1/0? /{PS

Including I/O service Is probably not necessary

Most trivial transactions are doing trivial I/O, wtether or notto include 1/O service
IS largely immaterial for those transactions

C2NJ IF3IAy3I G2 tFOGSNI LISNA2Raz AT O0KS Ol
the CPU regularly so its CPU impact to other workloads is going to be limited

55C aA4aSNIWAOS Ofl aa LISNA2ZRAa R2y Qi
They accumulate I/O time and delay, but not IO Service Units

alyeé oodzi y2a Iffo ¢{h GNIXyal Oua?2

Excluding 1/O (and MSO) service would make it easier to relate period

durations to potential CPU consumption



WLM Multiple Period - Service Units Consumed by Type

Imp2, OMVSHI, Per1, PRODPLEX, SYSA

160,000 1,600

140,000 1,400

120,000 1,200

100,000 1,000

20,000 200

Weighted Service Units

60,000 600

40,000 400

20,000 200

0

]
01.30. W
201, o O19 03:99 19 0699 019 gg.,, 0 O19 12:09 019 15:00 79 1845 019 1:0g

9 gy,

Avg SUftran

® ke EPS
® /0

MSO
@ SUjtran

In thisparticular casethe
IOC SDC is 0.5 (a common
value), and work is aging oL
of period 1 primarily
because of I/O, not CPU
consumption. Even if the
SDC was 0.1, I/0O would
significantly drive period
aging.

It

© Enterprise Performance Strategies www.epstrategies.com
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WLM Multiple Period - Service Units Consumed by Type
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EPS

In thisparticular case
the MSO SDC is set to
0.001 but you can see
that MSO SUs are still
guite significant relative
to the CPU SU.

© Enterprise Performance Strategies
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New SDC Recommendations -~

4 )

Enter or change the Service Coefficients:

CPU ..ovviinnn, 10 (01 -99.9)

I0C ..o 0.0 (0.0 -99.9)

MSO .......ouv.., 0.0000 (0.0000 - 99.9999)
\_USRB ............. 10 (0.0 -99.9) J

CPU and SRB Coefficients of 1 avoid confusion between raw and scaled !

MSO recommendation has been 0 for a very long tieven small MSO
SDCs can result in relatively large MSO SUs

New recommendation of O for ICKeeps period aging focused on CPU
consumption and makes it easier to set good period durations

L.a Kla alFQrAR |a 27 TKh{ GIOSNRAAZ2Y
Soe2dz KIS || O2dzLJ S 2F @SINRAX odzi 6S |

© Enterprise Performance Strategies Www.epstrategies.com 36



Impact of Changing Coefficients {Epé

|IOC & MSO of 0 will ensure period aging based on CPU consumption

Recorded SU amounts will change in SMF 30 and 72 records
hyfteé NBFffe lactalysinghosl vallues forss@nuzepdaing
If changing CPU/SRB coefficient from 10 to 1: cut all period durations to 10% of

existing durations
Assuming existing durations are good of course!

When changing I/O (or MSO) SDC to th@y need to alter durations
For many service classes, the impact may be minimal oermtent
LT &2dz R2y QiU OKIy3IS RdzN)> G§A2yazx ftA|1Ste Y2
will accumulate more CPU
This could be a good & desired thing, especially for transactional workloads
For Pivotor customers: review the SU Consumption reports under WLM-Rarind Analysis
C2NJ SOSNE2YS SftasSy ¢6SQR 06S KIFLIL¥E G2 R2 |

© Enterprise Performance Strategies www.epstrategies.com 37



What do we see in WLM policies today? épé

A bit over 90% of WLM policies use CPU/SRB of 1
Meaning a bit under 10% are still using 10 and should change to 1

About 85% use MSO of 0
Meaning about 15% should change to O

About 2% use IOC of O

Meaning 98% should change to O

~45% use 0.1 with CPU of 1

~45% use 0.5 with CPU of 1 or 5 with CPU of 10
Remainder use 1 with CPU of 1

Very rarely do we see other combinations

© Enterprise Performance Strategies Www.epstrategies.com 38
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/O Management
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/O Priority Management Introduction z E
EPS

/O Priority Management was added in 1997

/O queueing was a significant issue!
ESCON channel could only be servicing a single 1/O at a time
Without PAVs, a volume could only be servicing a single 1/O at a time

Goalwas to manage I/O priority separately from CPU priority
Without I/O Priority Management, I/O priority = CPU priority

Higher priority 10scould move to the front of the I/O queue
Helpl/Of AYAUSR 62NJ] 6AGK2dzi AYLI OGAYy3 GK

/O priority also passed to the DASD controller
So can influence queueing within the controller as well

© Enterprise Performance Strategies www.epstrategies.com 40



SCPs With Priorities Below This One
From SMF 99.6

. SYSA, 10, 4, TBATCH, Per1, External @ Below CPU Prioriy -E-PS

Below /O Priority

30

® Does it make sense that
this importance 4
workload is below most
other SCPs in terms of
CPU priority, but above
most in terms of |/O
priority?

LOQa LI2aaaAiot
10 probably unlikely.
azali tftA(1Stey
Insignificant either way.

20

Service Class Periods

15

0
0z, 02,
2 2?.3019 0 2 2?'201
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| SNBQa |y AY
workload in the opposite
situation: with its I/O
priority apparently as

low as it can go.

aleosS AG R2S

© Enterprise Performance Strategies Www.epstrategies.com 42



