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Abstract

Exploring z/OS SMF 30 Address Space CPU Measurements

EPS

Address space activity measurements are recorded in the SMF 30 record. There are so
many measurements in the SMF 30 records that we could probably do an entire webinar
series on just the SMF 30 record.

During this webinar, Peter Enrico will both introduce the SMF 30 record and then explore
the key processor measurements you may be interested in. Also discussed will be some
ways you may want to examine and use these address space CPU measurements.

© Enterprise Performance Strategies www.epstrategies.com 3



EPS: We do z/OS performance...

e We are z/0S performance!

EPS

e Pivotor
o Performance reporting and analysis of your z/OS measurements
°© Example: SMF, DCOLLECT, other, etc.
° Not just reporting, but cost-effective analysis-based reporting based on our expertise

e Performance Educational Workshops (while analyzing your own data)
° Essential z/OS Performance Tuning
o Parallel Sysplex and z/OS Performance Tuning
° WLM Performance and Re-evaluating Goals

e Performance War Rooms
° Concentrated, highly productive group discussions and analysis

e MSU reductions
° Application and MSU reduction

. Enterprise Performance Strategfes, Inc.
www.epstrategies.com ©



Like

what you see? yA

® Free z/0S Performance Educational webinars!

° The titles for our Winter 2022 webinars are as follows:
v SMF Recording Options to Improve Your Performance Analysis
v’ SMF 98 and 99: Pinpointing Transient Performance Problems
v Exploring z/0S Processor Storage Measurements
v Exploring PR/SM Physical and Logical CPU Utilization Measurements
v Exploring Locking and Locking Measurements on z/0S (with Bob Rogers)

Exploring z/0OS SMF 30 Address Space CPU Measurements

Exploring z/0OS XCF Message Traffic Measurements

Exploring z/0S SMF 14 / 15 Records for Tape and DASD File Activity

Exploring z/0S WLM CPU Measurements: SUs vs CPU Secs vs APPL% vs Workload%
Exploring the Coupling Facility Lock Structure Measurements

° Dozens of past webinars are available at our website.

e If you want a free cursory review of your environment, let us know!
° We’re always happy to process a day’s worth of data and show you the results
° See also: http://pivotor.com/cursoryReview.html|

Enterprise Performance Strategfes, Inc.

www.epstrategies.com ©



z/0OS Performance workshops available Z‘EPES

During these workshops you will be analyzing your own data!

e Essential z/OS Performance Tuning
° QOctober 3-7, 2022

e WLM Performance and Re-evaluating Goals
o September 12-16, 2022

e Parallel Sysplex and z/OS Performance Tuning
° August 8-12, 2022

e Also... please make sure you are signed up for our free monthly z/OS
educational webinars! (email contact@epstrategies.com)

. Enterprise Performance Strategfes, Inc.
www.epstrategies.com ©



Scott’s interview on Terminal Talk

B Terminel Tk X () Launch Mesting - Zoom x| + vooo- o X
&« C Y & hitps//www.terminaltalk.net @ & T » 0O o :
33 D3js-Data-Driven.. @& Filter Allopencase.. & Owl < FivotorReportingS.. () Office 365 @ cdevdlio8000 B What's newin Outl.. g8 Setup S5H for new Pivator Maintenance @ 127.00.1/rptwork/ @ Pivotor Calendar & Piuotor ReportSet & Pivotor Calendar EF... Other bookmarks

P@dBean Q [ Create your podcast for free | -

Terminal Talk

TERMINAL
- In this podcast, we'll take a look at the people, technology, and Note: As a side
culture behind one of the world's most powerful and important f q hi
computing platforms, the Mainframe. Expect interviews, retference... in this
discussions, and interesting tidbits along the way, with your hosts, R R
Erank and Joff interview Frank and Jeff

refer to an episode Peter
Enrico did

Erisod . - Episode 15 back in
pisodes ate 2017

[ Share | N\ Feed

Scott Chapman - IBM Z CPU Performance Tuning (or: What's Going April 29, 2022 .
?
y) On Down There?) - So go listen to that as
Standing in for the now-possibly-unbanned Peter Enrico, Scott Chapman is in the virtual studio to give
us a fresh batch of insight into how IBM Z users can get the most from their systems. We learn th... Wel I

Bill O’Farrell and James Tang - Do Not Pass Up Go! February 22, 2022

The Go language has emerged as a leading language for server-side and cloud applications, DevOps
automation tools, and so much more. Like all good things, it has come to 2/0S, and may just be what

you

Ken Jonas and Rob Scott of Rocket Software - SDSF January 31, 2022

© Enterprise Performance Strategies www.epstrategies.com 7



Breakdown of General-Purpose Processor '//E'P

e We always needed to understand the break down of CP CPU consumption

Total Physical Processor (CEC) Time
Total LPAR Dispatch Time Total LPAR Dispatch Time N .
(Partition 1) (Partition N) PRt
Effective LPAR etc Effective LPAR
Dispatch Time Partition Dispatch Time Partition
LPAR |°°° LPAR
ws | > | e s | LR et
Captured Time Captured Time
Time captured Time captured Manage
Time Time LPAR
Workload CPU Workload CPU
Service Class CPU Service Class CPU
‘ » » ‘ » Service Class Period CPU ‘ » » ‘ » Service Class Period CPU
Address Space or Address Space or
Enclave CPU Enclave CPU

(TCB,SRB,RCT,IIT,HST) (TCB,SRB,RCT,IIT,HST)



Breakdown of zIIP Engine Time yA

e We need to understand how PR/SM allocates the zIIP processor resource
° |n all measurements zIIPs

Total Physical zIIP Processor Time
ZIIP CPU Time zIIP CPU Time
(Partition 1) (Partition N)
zIIP zIIP
Qualified Qualified
But not ZIIP ZIIP Un- ZIIP ZIIP Un- | | Butnot
Eligible etc Eligible
(so on CP) Captured captured Captured captured | |(sooncp)
Time Time |_.. Time Time
2IIP zIIP
Eligible zIIP zIIP Eligible
S L Eligible on Eligible on SO L
To CPs zIIP zIIP To CPs
'needs help 'needs help/|
Workload zIIP
Service Class zIIP
Service Class Period zIIP
mﬂﬂm Address Space or

Enclave zIIP



SMF 30 Record Summary

e SMF 30

° Measurements at the address space level

° Important Note: There is no equivalent record for enclaves, but the enclave CPU time still needs to be
accumulated to some associated address space

° To be discussed...

e SMF 30.2 (and SMF 30.3) for interval recording (to match up to SMF 72.3)
o Useful when need to understand CPU during specific periods of time
° Also useful for looking at measurements over a period of time

e SMF 30.4 for step end for understanding resources consumed by job step

o Useful for understanding CPU measurement on job step basis
°© By Step / Program
° If summed, then useful for looking at CPU measurement for the entire job

e SMF 30.5 for job end for understanding resources consumed by completed jobs
o Useful for understanding CPU measurement for a completed job

© Enterprise Performance Strategies www.epstrategies.com 11



Identification
Measurements

www.epstrategies.com



Identification Measurements

e SMF 30 job / address space identification information

Name

Description

SME30JBN

Job or session name.

SME30PGM

Program name (taken from PGM= parameter on EXEC card).

SMF30STM

Step name (taken from name on EXEC card).

SMF30UIF

User-defined identification field

SMF30JNM

JES job identifier.

SMF30STN

Step number (first step = 1, etc.).

SMF30CLS

Job class (blank for TSO/E session or started tasks)

SMF30SSN

Substep number. This field is set to zero for non-z/0S UNIX System
Services steps. When the z/0S UNIX System Services exec function
is requested, a new substep is begun and this wvalue is
incremented.

SMF30EXN

Program name. For a z/0S UNIX program, this contains the UNIX
program that was run or the 8 character name of an MVS program
that was run.

SMF30ASI

Address Space identifier

© Enterprise Performance Strategies

www.epstrategies.com
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SMF 30 Measurements to Correlate to SMF 72.3 %_’P:S

e Can also use SMF 30 WLM information to correlate measurements to the
SMF 72.3 records

° Use Service Class name and Report Class name to correlate measurements to the
SMF 72.3 records

Name Description

SMEF30TRS Number of system resources manager (SRM) transactions.
SME30WLM Workload name.

SMEF30SCN Service class name.

SMF30GRN Resource group name.

SMF30RCN Report class name.

SMF30ETC Independent enclave transaction count.

© Enterprise Performance Strategies www.epstrategies.com 14



Ways of Looking at SMF 30 Data

® SMF 30 records can be cut for each
address space

Sum All
SMF 30s
Jobs for a Grouping

For Each Job
Evaluate
CPU Measurement

To find big guys

(stream, service class,

° In theory, if you add up all the SMF 30 Prefix, time of day, etc) Addr Space A
CPU time for all the address spacesin a CPU times of interest
service class, it should equal the CPU B
time in the SMF 72.3 record for that Addr Space A : S8
service class « HST
Addr Space B i

e |nit times for batch

e There is lots of possible double
accounting that you need to be Addr Space C T e

careful of :> - lb on 2P CPU

Addr Space D

e And there are many cases of CPU , *Breakout of certai times
time accumulated on one address :  Dependent Enclave
. . . ¢ Independent Enclave
space that is accounted for in a o ] Wt (e
different address space Addr Space xxx « Misc CPU times
® ex: Promotion

° QOr at least broken out to show this

¢ CPU Counters
© Enterprise Performance Strategies www.epstrategies.com 15




Summary of Dispatchable Unit Types

EPS

e Dispatchable units represent the programs that run on the CPUs

Dispatchable
Units

.

[Service Requests}

A 4 A 4

Enclave Standard Preemptible Non-Preemptible
TCBs TCBs SRBs SRBs

A 4 \ 4

Enclave Client
SRBs SRBs

© Enterprise Performance Strategies www.epstrategies.com 16




Typical Address Space’s TCB Structure %’PES

e The diagram on this slide ASCB
is a crude representation ASXB
of the TCB structure —
of TSO, JES, and STC RCT
type address spaces |
1| 1|
DUMP ! STC
| ] 1|
! | STC
O O
cMD | BATCH
PROC ! PGM

© Enterprise Performance Strategies www.epstrategies.com 17



Summary of Dispatchable Unit Types

EPS

e Dispatchable units represent the programs that run on the CPUs

Dispatchable
Units

.

[Service Requests}

A 4 A 4

Enclave Standard Preemptible Non-Preemptible
TCBs TCBs SRBs SRBs

A 4 \ 4

Enclave Client
SRBs SRBs

© Enterprise Performance Strategies www.epstrategies.com 18




SMF 30 General Purpose CPU Time Values

® SMF 30 Processor Accounting Section of SMF 30 contains key CPU time values of interest

Name Description
SMF30CPT CPU time under the task control block (TCB).
Includes:
* Enclave time
* Preemptible class SRB time (such as client SRB time)
e Includes cross over zIIP work running on a CP
SMF30CPS CPU time under non-preemptible SRBs
SMF30IIP Amount of CPU time used to process I/O interrupts.
SMF30RCT Amount of CPU time used by the region control task (RCT).
SMEF30HPT Amount of CPU time used for hiperspace transfers (HST).
SMF30ICU Initiator CPU time under the task control block (TCB) (step init and step term)
SMF30ISB Initiator CPU time under the service request block (SRB) (step init and step term)
SMEF30ASR Additional CPU time accumulated by the pre-emptable SRBs and client SRBs for this job. Value is included in SMF30CPT.

SMF30 TIME ON zIIP

Time spent on zIIP. (includes enclave time).

SMF30 _TIME zIIP ON CP

CPU time spent running zIIP eligible work

SMEF30ENC

CPU time used by the enclaves created by this address space. This value is also included in the wvalue in SMF30CPT.

SMF30 ENCLAVE TIME ON zIIP

Enclave time spent on zIIP.

SMF30 ENCLAVE TIME zIIP ON CP

zIIP enclave time spent on a standard CP.

SMF30DET

Dependent enclave CPU time. This value is also contained in SMF30CPT.

SMF30 DEPENC TIME ON zIIP

Dependent enclave time spent on zIIP.

SMF30 DEPENC TIME zIIP ON CP

zIIP dependent enclave time spent on a standard CP.

SMF30_ENCLAVE TIME zIIP_QUAL

Normalized enclave time qualified to be on zIIP in hundredths of a second.
This is the SRB time for an enclave that a program (Db2, for example) has identified to WLM for zIIP eligibility.

SMF30_DEPENC_TIME zIIP QUAL

Normalized dependent enclave time qualified to be on zIIP in hundredths of a second.
This is the enclave SRB time that a program (Db2, for example) has identified to WLM for zIIP eligibility.

© Enterprise Performance Strategies
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Total CP CPU Time

Top AS - Total CPU Time

EPS

PRODPLEX, SYSL o scpuesre Total CPU CP Tlme for an
® NFSERVER STC address Space:
® PB1ADM7 STC
® PDoBICH? STE « TCB + non-premp SRB
$ BIIsre
@ PD1GDIST STC O SRB

@® PD1RDBM1 STC
PD1RICO1 STC
PD1RIC02 STC . T
PD1RICO03 STC

o FDIRICos ST¢
PD1RIC06 STC ® HST
PDIRICOS ST
PD1SDIST STC .

© PD1WDBM1 STC RCT

@® PD1WDIST STC L

S DeElieln.ee * Init times for batch

@ PR1ADM2 STC

® PS1ADM8 STC

@® TCPIPSTC

® PPS1111D JOB

@® PPB1/11D JOB

CPU Seconds

$ PPB1I210 JOB Typically, this is the most

@ Other interesting number when
starting an address space CPU
analysis

04, 04,5, 04, 04., 04., 04, 04, 04.,
202 00:09 202 03:99 202 %609 #2022 09:09 #2022 12:00 202 1500 72022 18:0 202 21:9

© Enterprise Performance Strategies www.epstrategies.com 20



Total zIIP CPU Time

Top AS - Total zIIP CPU Time

EPS

. PRODPLEX, SYSL & PR Total zIIP CPU Time for an
$ poolisTi ST address space:
e rest
® PDIFDIST STC e Always interesting to know
® PD1FMSTR STC 0 .
el ' PDIGDBM1 STC what work is being
e
o eD1RDE STC ofﬂgaded to the zIIP
PD1SDBM1 STC engines
PD1SDIST STC
4,000 ® PD1SMSTR STC

PD1WDBM1 STC

PD1WDIST STC
3,500 PD1WMSTR STC i L.
g RWFCAT S0 Typically, this is the most
PPS1S11D JOB 0 .
PPS1S710 408 interesting number when
i s starting an address space CPU
PPE1321D 908 analysis
PPR1S11D JOB
PPR1S21D JOB
® PPR1S31D JOB

L @ Other
1,500 I
1,000

0
04, 04q. 04. 04, 04. 04. 04., 04q.,
#2022 05 00 72022 03.9g 202 06:0g 2022 09:94 202 12:09 72022 4 00 202z 18.09 202 2199

3,000

2,500 ! II

2,000

CPU Seconds

© Enterprise Performance Strategies www.epstrategies.com 21



Total zIIP on CP CPU Time

600

550

500

450

400

350

300

CPU Seconds

250

200

150

100

50

Top AS - Total zIIP on CP CPU Time

PRODPLEX, SYSL

04, 04., 04, 04, 04, 04, 04., 04.,
27202, 00:99 #7202 03:9, #2022 0 00 202 09:09 202, 00 202 15:09 #2022 44 00 2022, 00

@ ANTASO000 SYS
® NEONSDBZ STC
@® PDOBDBM1 STC
® PDOBMSTR STC
® PD1CDBM1 STC
® PD1CDIST STC
® PD1CMSTR STC
PD1FDBM1 STC
® PD1FDIST STC
® PD1FMSTR STC
PD1GDBM1 STC
PD1GDIST STC
PD1GMSTR STC
PD1RDBM1 STC
PD1RMSTR STC
PD1SDBM1 STC
PD1SDIST STC
PD1SMSTR STC
PD1WDBM1 STC
PD1WDIST STC
® PD1WMSTR STC
® PD1WUTL2 STC
® RMFGAT STC
@® PPS1511D JOB
® PPR1Z99D JOB
® PPF1S11D JOB
® PPF1S21D JOB
® PPR1S11D JOB
PPR1S21D JOB
® PPR1S31D JOB
@ Other

© Enterprise Performance Strategies www.epstrategies.com

EPS

Total zIIP on CP CPU Time for
an address space:

* Always interesting to know
what work is being crossed
over from a zIIP engine to
aCP

* A greatindicator of zIIP
capacity

Typically, this is the most
interesting number when
starting an address space CPU
analysis

22



Non-Pre-emptible SRB Time

EPS

Top AS - Non-Pre-emptible SRB Time
Typically included in ‘Total
PRODPLEX, SYSL .
20 4 ggﬁ%g;jgc CPU time’ for an address
HSMTDP4 STC Space.
IXGLOGR SYS
MSTJCLOO SYS
NET STC

® NFSERVER STC
OMVS SYS

i I i Eg?gﬁg@gﬁ Usually not a measurement
wt H' Al " PDISRIMSTC worth looking at on a regular

-
-]
=}
-
-
‘.
00000000

TR PDTWDIST STC

® PD1WIRLM STC
PD1WMSTR STC baSIS
PPR1111D JOB
PPR1121D JOB
PPR1I31D JOB
® XCrAs 9v6
ZFS SYS Typically, this is mostly TCPIP
PPS1111D JOB
PPF1121D JOB
PPB1111D JOB
PPB1121D JOB
PPB1131D JOB
PPG1111D JOB
PSUPI11D JOB
PSUPI41D JOB
@ Other

CPU Seconds

200000000

04., 04. 04., 04.. 04.. 04. 04., 0q.,
202, 00:99 #2022 03:09 #2022 06:09 #2022 99:09 #2022 12:99 #2022 15:09 2025 18:09 2022 2109

© Enterprise Performance Strategies www.epstrategies.com 23



I/O Interrupt Time

EPS

Top AS - IO Interupt Time
Typically included in ‘Total
PRODPLEX, SYSL

e g 2 ARcimpaTC CPU time’ for an address

® CATALOG SYS

120 ® DFRMM STC Space.
@® HSMTDP4 STC

MSTJCLOO SYS

o NET STC

PDOBDBM1 STC

o
5]

-
000

PDOBMSTR STC

100 2aln AT Usually not a measurement

= - PD1FDBM1 STC .
= ¥ PD1FMSTR STC worth looking at on a regular
T s [ & PDIGueIRSIC basi
-

| RN Y FTE AE R P
80 L 3 = 4 u 1

- l H [ = & Wz &£ ¥ Foisoewiste

- PD1SMSTR STC

i - LR 1 ® FDIWNGTR ST

: PDIWUTL1 STC Typically, this is mostly DB2
PPRIITID 108
PPR1121D JOB D BM 1
PPR1131D JOB
PPS1111D JOB
PPB1111D JOB
PPB1121D JOB
PPB1I131D JOB
@ Other

CPU Seconds
2
g
I
|

[ J
@
= s
50 | g 4
o
[ 2
@
4

0 ®

04., 04., 04., 04.. 04., 04., 0q., 04,
272055 00:0, 27-2055 03:05 27-2055 86:0, 272025 09:95 27205 12:09 27202, 15:00 27-2055 18:0p 27-2055 21:09
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EPS

Top AS - RCT (Region Control Task) Time
Typically included in ‘Total

H 7
S Mo CPU time’ for an address

® P11ADM2 STC
@ PB1ADM3 STC space.
® PB1ADM6 STC
PC1ADM1 STC
PC1ADM5 STC
PC1ADM9 STC
PD1CUTL1 STC

ER IR | ST Usually not a measurement
PDISUTLT STC worth looking at on a regular
POIWUTL? STE basi

PF1ADM2 STC asls
® PF1ADM3 STC

PRODPLEX, SYSL

(LR [ 11 1)

@ P1ADNS ST
® PRIADM? STC Typically, this is very small
® PS1ADM1 STC
@ SKORZIN TSO

CPU Seconds

@® PD1SUTL2 STC
® SLUCERNTSO
® DGOAD TSO
@ Other

0.0 T ] u
04., 04., 04., 04., 04q., 04., 04., 04.,
272025 00:0 272025 3:00 27202, O6:0p 27202, 09:04 27203, , 2:00 27203, 15:09 27205, , 800 272025 21:00
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Hiperspace Time

EPS

Top AS - Hiperspace Time

. . .y
y PRODPLEX, SYSL P Typically included in ‘Total

. ’
8 ANTMAIN SYS CPU time’ for an address

® ARCADUMP STC
09 ® ASCH SYS Space.
© AXR SY

® BPRONIT SYS
CAHCHECK SYS

08 ® CANSCN STC

@ CANSD5 STC
CANSO2 STC_ Usually not a measurement
CRONDS STC worth looking at on a regular

DEMMM ST basi
i DSSFRB01 STC asls
g DSSFRB02 STC
DSSFRB03 STC
DSSFRB04 STC
e . . .
EMCRDF STC Typically, this is all zeros since
EMCSCF SYS

e leEry o Hiperspaces are not uses as

HSMTDP4 STC much in the most recently
HZR SYS

0.3
8 HzsPRoC STC releases of z/0OS

0.5

CPU Seconds

04

0.2

0.0
04. 04, 04 04. 04, 04., 04. 04.
72022, 00 7202 03.0o 202 06:9g 72022 09:95 #7202 12:9 22 15:00 2022 1 00 72022 5 o0

© Enterprise Performance Strategies www.epstrategies.com 26



Key Question:
To which address space are
various CPU measurements
accumulated to?

We will go through a list of valuable CPU measurements, but for many
CPU measurements, the role of the address space in the flow of the
transaction dictates the meaning of the CPU measurement.

© Enterprise Performance Strategies www.epstrategies.com 27



Summary of Dispatchable Unit Types

EPS

e Dispatchable units represent the programs that run on the CPUs

Dispatchable
Units

.

[Service Requests}

A 4 A 4

Enclave Standard Preemptible Non-Preemptible
TCBs TCBs SRBs SRBs

A 4 \ 4

Enclave Client
SRBs SRBs

© Enterprise Performance Strategies www.epstrategies.com 28




For non-server address spaces, interpretation of /
CPU measurements is easiest to understand EPS
e For address spaces like TSO and Batch jobs, SMF 30 CPU time is

accumulated back to the originating address space
Job / TSO user

Job / TSO user O]
WLM SPAS DB2 DBM1
u : r
(A) (C) DP=240
DP=240 A

P=245 DP=250
PRI Transaction DP:240\W S
L STH

(B) T

Job / TSO user DB2 DBM1
] O

Not all TSO transactions or Batch jobs are the same:

DP=240 DP=250 | (A) Invoking a TSO command or Job Step program
O /’}' (B)  TSO user or Job Step invoking a DB2 Query (cross memory)

(C) TSO user or Job Step invoking a stored procedure (dependent enclave)

DP=240 DP=240

© Enterprise Performance Strategies www.epstrategies.com 29



For server address spaces with/without enclaves...
it does get a bit complicated EPS

e Key Lesson — Understand your transaction flows, and which address space is being charged for the CPU
WLM STP AS1
° Q1 - Independent enclave

xxxxDIST xxxxDBM1
Q2 - Independent enclave Address Space / Z Address Space

o

o

Q3 - Dependent enclave Qi

o

O}

o

DDF Rules
Q4 — Direct cross memory call \ oo DP=240

Q5 — Direct call with client SRBs \@Ee@/ DP=240
DP=240
=

(for parallel SQL)

o

WLM STP AS2 DP=245
DP=245
CICS TOR 0 B
CICS AOR Q3 DP=243

X
"
:

[ ]
. -, Q3 DP=243 DP=243
DP=243
DP=250
> |Q4 DP=243
DP=243 []
Q5| —

—

DP=243

© Enterprise Performance Strategies www.epstrategies.com 30



The flows can get even more complex /é'P}S

e Understanding

IBM HTTP
the flow of the TCP/IP Server
transactions IWEB

Rules
through the <
address spaces will [
help to understand

. In this scenario, transaction may be
an d | nte rp ret t h e classified up to three separate times
SMF 30 CPU "
SPAS like CICSAORs CTG ApplASR_ AppIA CR
measurements g DB2 CICSAORs  CT —
| — 0000+ CICS Rules

e N ‘\J

] —

*CICS Rules if WLM Transaction Management enabled

© Enterprise Performance Strategies www.epstrategies.com 31



CPU Times for Independent Enclaves

e CPU times can be confusing

° Charged back to address space that created the enclave

(usually queue manager)

e Response times can be confusing

° Includes queue times which are accumulated

whenever transaction queued

© Enterprise Performance Strategies

xxxxDIST

DDF
Rules

DP=230

Report
Class = STCDDF

WLM SPAS

Like Address Space

Report
Class = DDFHIGH

OReport
Class = DDFLOW

xxxxDBM1

SMF 72

STCDDF

CPU=1%
QT=0

SMF 72

STCDBM1

CPU=1%
QT=0

SMF 72

N

Report
Class = STCSPAS (2)

WLM SPAS
Like Address Spa

e

STCSPAS

CPU=2%
QT =0

SMF 72

DDLOW

CPU=60%
QT=x

SMF 30

DDF

CPU=817
ENC=809

SMF 30

DBM1

CPU=1%
ENC=0%

SMF
305 ]

SMF 72

www.epstrategies.com

Report
Class = STCDBM1

DDFHIGH

CPU=20%
QT=y

SPAS

CPU=1%,
ENC=0%

EPS

(\]

(]
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Independent Enclave time

Top AS - Independent Enclave Time

PRODPLEX, SYSL
5,000 :

4,500

CPU Seconds

Lt bl L L b

04., 04., 040, 04., 04, 04. 04., 04.,
27205, o0g 27205, 0309 27.205, O0p 27.202209»00 27205, 1209 27205, 1500 27202, S 27._?,,2227_00

@® ANTAS000 SYS
® ANTMAIN SYS
@® APPC SYS

® ARC4DUMP STC
® ASCH SYS

® AXR SYS

® BPXOINIT SYS
® CAHCHECK SYS
® CANSCN STC

- @ CANSD5 STC

@ CANSOQ2 STC
' CATALOG SYS

@ NEONSDBZ STC

@ P11ADM2 STC

® PDOBICQ1 STC
PDOBIC02 STC
PD1CDIST STC
PD1FDIST STC
PD1GDIST STC

® PD1RIC03 STC
® PD1RIC04 STC
@® PD1RICO5 STC
@® PD1RIC06 STC
@® PD1RICO7 STC
® PD1RIC08 STC
@® PD1SDIST STC
® PD1WDIST STC
@® PR1ADM2 STC
® Other

© Enterprise Performance Strategies www.epstrategies.com

EPS

Included in ‘Total CPU time’
for an address space.

Because it is included in the
total CPU time for an address
space, it causes the address
space CPU time consumed to
be larger than it actually is.

Typically, this is mostly DB2
DIST
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Independent Enclave time on zIIP

5,000

4,500

4,000

3,500

3,000

2,500

CPU Seconds

2,000
1,500

1,000

04, j
27-2022 05, % 27-202; 03.05

i o i e, e

04.,
27,203, 060

Top AS - Enclave Time zlIP

PRODPLEX, SYSL

04, 04, ) 04., )
2720, 0009 2720, 1209 27202, 1509

J Lr:-ll 1 :‘[ Ll-ﬂ__JJ:]j" |—|_.L[.'_.;.—| J;, jg_;i___]; '—LJFDJHIJ ”

04.,
27202, 18:00

@ ANTAS000 SYS
@® ANTMAIN SYS
@ APPC SYS
@® ARC4DUMP STC
® ASCH SYS
® AXR SYS
@® BPXOINIT SYS
® CAHCHECK SYS
® CANSCN STC
® CANSD5 STC
CANSOQ2 STC
CATALOG SYS
CEASYS
© CROND9 STC
@® DEVMAN SYS
DFRMM STC
DSSFRBO01 STC
DSSFRBO02 STC
DSSFRBO03 STC
© DSSFRB04 STC
® DUMPSRV SYS
® EMCCGRP SYS
® EMCRDF STC
@ NEONSDBZ STC
® PD1CDIST STC
@® PD1FDIST STC
@® PD1GDIST STC
® PD1RICO1 STC
® PD1SDIST STC
@® PD1WDIST STC
@ Other

0427,
202 2,
1. 00
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EPS

Included in ‘Total zIIP CPU
time’ for an address space.

Because it is included in the
total CPU time for an address
space, it causes the address
space CPU time consumed to
be larger than it actually is.

Typically, this is mostly DB2
DIST

34



Dependent Enclave time

EPS

Top AS - Dependent Enclave Time
Included in ‘Total CPU time’
PRODPLEX, SYSL

@ ANTAS000 SYS

@ ANTASO00 5¥: for an address space.
@® APPC SYS
® HZSPROC STC

200 ® PB1DRDASTC
® PDOBDBM1 STC
® PDOBMSTR STC

- $ FDICDBMI STC Because it is included in the

S Egié%%i%%% total CPU time for an address
w PDTGNSTR STC space, it causes the address
40 EOIEMoTK oo space CPU time consume'd to
PD1 DB STC be larger than it actually is.
PD1WMSTR STC
120 PD1WUTL2 STC
® PF1DRDASTC
® PS1DRDASTC
100 ® RMFGAT STC

Q PES1S1ID J0B Typically, this is mostly DB2
o @ FPFiSoID 108 DBM1, a batch job, server
® PPR1S11D JOB

S Hmn address space (such as CICS)

. ® Other running stored procedures

CPU Seconds

40

20

o i LI -3 Ly Cimom 1___B.m.ull

04q. 04. 04.. 04.. 04.. 04.. 04., 04..
#7202, 00:09 202 03:99 #2025 96:9, 2025 09:0, #2025 T2:09 #2022 75:09 202 18:09 #2022 21:99
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Dependent Enclave time on zIIP

2,800

2,600

2,400

2,200

2,000

1,800

1,600

1,400

1,200

1,000

CPU Seconds
[ ]

800

=

600

200

04,
#2022 0, 00

04., 04., 04., 04, 04., 04,
2022 03:09 #2022 06:09 2025 09:0 #2022 T2:0 202, 15:0 #2022 T8:09

Top AS - Dependent Enclave zIlIP Time

PRODPLEX, SYSL

04.27,
203,
21.09

@ ANTAS000 SYS
® ANTMAIN SYS
@® PDOBDBM1 STC
@® PDOBMSTR STC
® PD1CDBM1 STC
® PD1CMSTR STC
@® PD1FDBM1 STC
PD1EMSTR STC
@® PD1GDBM1 STC
® PD1GMSTR STC
PD1RDBM1 STC
PD1RMSTR STC
PD1SDBM1 STC
PD1SMSTR STC
® PD1WDBM1 STC
PD1WMSTR STC
PD1WUTL2 STC
RMFGAT STC
PD1SUTL2 STC
PPS1511D JOB
@® PPS1521D JOB
® PPS1S31D JOB
® PPR1Z99D JOB
® PSUPM20D JOB
@® PSUPM30D JOB
@® PPF1S11D JOB
® PPF1S21D JOB
@® PPR1S11D JOB
PPR1S21D JOB
@® PPR1S31D JOB
@ Other

© Enterprise Performance Strategies
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EPS

Included in ‘Total zIIP CPU
time’ for an address space.

Because it is included in the
total CPU time for an address
space, it causes the address
space CPU time consumed to
be larger than it actually is.

Typically, this is mostly DB2
DBM1, a batch job, server
address space (such as CICS)
running stored procedures
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SMF 30 General Purpose CPU Time Values

® SMF 30 Processor Accounting Section of SMF 30 contains key CPU time values of interest

Name Description
SMF30CPT CPU time under the task control block (TCB).
Includes:
* Enclave time
* Preemptible class SRB time (such as client SRB time)
e Includes cross over zIIP work running on a CP
SMF30CPS CPU time under non-preemptible SRBs
SMF30IIP Amount of CPU time used to process I/O interrupts.
SMF30RCT Amount of CPU time used by the region control task (RCT).
SMEF30HPT Amount of CPU time used for hiperspace transfers (HST).
SMF30ICU Initiator CPU time under the task control block (TCB) (step init and step term)
SMF30ISB Initiator CPU time under the service request block (SRB) (step init and step term)
SMEF30ASR Additional CPU time accumulated by the pre-emptable SRBs and client SRBs for this job. Value is included in SMF30CPT.

SMF30 TIME ON zIIP

Time spent on zIIP. (includes enclave time).

SMF30 _TIME zIIP ON CP

CPU time spent running zIIP eligible work

SMEF30ENC

CPU time used by the enclaves created by this address space. This value is also included in the wvalue in SMF30CPT.

SMF30 ENCLAVE TIME ON zIIP

Enclave time spent on zIIP.

SMF30 ENCLAVE TIME zIIP ON CP

zIIP enclave time spent on a standard CP.

SMF30DET

Dependent enclave CPU time. This value is also contained in SMF30CPT.

SMF30 DEPENC TIME ON zIIP

Dependent enclave time spent on zIIP.

SMF30 DEPENC TIME zIIP ON CP

zIIP dependent enclave time spent on a standard CP.

SMF30_ENCLAVE TIME zIIP_QUAL

Normalized enclave time qualified to be on zIIP in hundredths of a second.
This is the SRB time for an enclave that a program (Db2, for example) has identified to WLM for zIIP eligibility.

SMF30_DEPENC_TIME zIIP QUAL

Normalized dependent enclave time qualified to be on zIIP in hundredths of a second.
This is the enclave SRB time that a program (Db2, for example) has identified to WLM for zIIP eligibility.

© Enterprise Performance Strategies
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Example: DB1 DIST Address Space

4,500

4,000

3,500

3,000

2,500

2,000

1,500

1,000

500

04., 04.,
27202 00., 7202, 03.9,
00 200

AN

04. 04.
2?-2022 06, 27-202? 0.9,
0 -0o

Started Tasks Over Time

PD1WDIST

MM.‘\.KNA\«‘\“’,

04, 04. 04., 04.,
2202, 120, 27202 15:0, 7202, 18:p, 7202, 21:09
0 -0o 0o -

@ CPU Seconds

@ zIIP Seconds

@ smf30 time_ziip_on_cp

@ smf30 enc_time_ziip_on_cp

@ smf30 depenc_time_ziip_on_

® smf30 enc_time_on_ziip

@ smf30 depenc_time_on_ziip
SMF30asr

® SMF30det

® SMF30enc
SMF30 enc_time_ziip_qual
SMF30 depenc_time_ziip_qua

© Enterprise Performance Strategies
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EPS

A DIST address space:

* Most time is enclave zIIP
qualified time

* Then time actually on the
zIIP

* Below that, the enclave
time not on zIIP

 Which is also the enclave
time on the CP engine

* Finally, some cross over
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Example: DB1 DIST1 Address Space

Started Tasks Over Time
PD1WDBM1 A DIST address space:

@® CPU Seconds

EPS

400 @ zIIP Seconds
® smf30 time_ziip_on_cp
® smf30 enc_time_ziip_on_cp
@ smf30 depenc_fime_ziip_on_
©® 7630 decanc Bnecan 25 . .
= g * Most time is dependent
1 ] Smf_aoenc - : o fe .
, S e enclave zIIP qualified time
300 o
| e Then time actually on the
|
zIIP
250

i : » Below that is dependent
fl | enclave time

200 I+
¢ N
|

150

50

0 B T ob )\Mﬁ pal Padala sertya Voot f*-f‘-.n\'./\r\./\.,

04., ) 04., 04., 4., 04, 0q., 04., ] 04.,
*7202 00:09 20z 03:09 72022 g 00 72022 g, 00 2022 1290 202 15:0 2022 1805 202 21.09
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Always ask...
To which address space are various
CPU measurements accumulated to?

We will go through a list of valuable CPU measurements, but for many
CPU measurements, the role of the address space in the flow of the
transaction dictates the meaning of the CPU measurement.
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EPS

Questions?

Instructor: Peter Enrico Enterprise Performance Streiegigs,éps@ategies.com Hidden Gold of SMF 99s - 41



